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A Land Surface Process/Radiobrightness Model
with Coupled Heat and Moisture Transport in Soil

Yuei-An Liou, Member, IEEE, and Anthony W. England, Fellow, IEEE

Abstract—Heat and moisture transport in soil are coupled pro-
cesses that jointly determine temperature and moisture profiles.
We present a physically based, one-dimensional (1-D), coupled
heat and moisture transport hydrology (1-DH) model for bare,
unfrozen, moist soils subject to insolation, radiant heating and
cooling, and sensible and latent heat exchanges with the at-
mosphere. A 60-day simulation is conducted to study the effect
of dry-down on soil temperature and moisture distributions in
summer for bare soil in the Midwest United States. Given a
typical initial moisture content of 38% by volume, we find
that temperature differences between the water transport and
no water transport cases exhibit a diurnal oscillation with a
slowly increasing amplitude, but never exceed 4.4 K for the 60-
day period. However, moisture content of the surface decreases
significantly with time for the water transport case and becomes
only about 21% at the end of the same period.

The 1-DH model is linked to a radiobrightness (1-DH/R) model
as a potential means for soil moisture inversion. The model shows
that radiobrightness thermal inertia (RTI) correlates with soil
moisture if the two radiobrightnesses are taken from times near
the thermal extremes, e.g., 2 am. and 2 p.m., and that RTI
appears temperature-dependent at the ending stages of the dry-
down simulations where soils are dry and their moisture contents
vary slowly. Near times of thermal crossover, the RTI technique
is insensitive to soil moisture.

I. INTRODUCTION

HE NEAR-SURFACE distributions of moisture and tem-

perature influence the exchanges of moisture and energy
between land and atmosphere, and, through these processes,
affect weather and climate [1]-[7]. Atmospheric models that
are used to study or predict weather or climate rely upon
embedded land surface process (LSP) models to estimate
moisture and energy transfer within soils and vegetation that
result in the land-atmosphere exchanges. LSP models, like
the biosphere-atmosphere transfer scheme (BATS) [8] or the
simple biosphere model (SiB) [9], characterize these transfer
processes with relatively simple, almost cartoon-like param-
eterizations of the actual biophysical processes. The relative
simplicity of these LSP models permits computational efficien-
cies in the demanding environment of numerical modeling of
weather or climate.
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Most LSP models are tuned to reproduce observed temper-
atures, humidities, and winds in the boundary layer rather than
reproduce good estimates of moisture and temperature in the
underlying soil or vegetation. It is possible to replace the LSP
model with a one-dimensional hydrology (1-DH) model of
the surface processes to achieve a greater fidelity in moisture
and temperature profiles. While such use of a 1-DH model is
currently too computationally intensive for most atmospheric
modeling applications, the approach can be used retrospec-
tively to yield running estimates of water stored in soil at
specific points [10]-[12] or over selected regions. Because a
1-DH model will accumulate errors over time in its estimate of
stored water, the approach is potentially more powerful if point
estimates can be checked periodically against an actual mea-
surement or if regional estimates can be refined through the
assimilation of remotely sensed data. This process might also
be used to examine the possible equivalence between an LSP
model’s estimate of soil wetness and the 1-DH/radiobrightness
(1-DH/R) model’s estimate of stored water. _

Of available remotely sensed data, radiobrightnesses are ar-
guably the single class of measurements that are most sensitive
to the critical parameters of surface temperature and moisture
[13]-[17]. While L-band radiobrightness is recognized as the
most desirable of the possibilities [16], radiobrightness at
any frequency where emissivity is influenced by the Debye
relaxation of water will be sensitive to moisture in vegetation
or at the surface of bare soil. We have modeled and observed
this sensitivity in field experiments at 19.35 and 37.0 GHz [18].
As satellite radiometers achieve adequate spatial resolutions
at frequencies below the Special Sensor Microwave/Imager’s
(SSM/T’s) 19 GHz, their sensitivities to soil moisture will
become increasingly pronounced. For the purposes of this
investigation, we focus on the temporal signature of radio-
brightness at the SSM/I frequencies of 19.35, 37.0, and 85.5
GHz because these data have been available on a near-daily
basis for the all of the Earth since 1987 [19].

Several investigators have developed one-dimensional (1-
D) thermal/emission models to predict thermal infrared (TIR)
or thermal microwave (radiobrightness) signatures over a
diurnal cycle for discrimination among rock types in TIR
images [20] and among various soils [21], for inference about
soil moisture [22]-[25], and for mapping frozen and thawed
prairie soils [26]. The diurnal thermal/radiobrightness model
of England [25] was expanded to simulate annual thermal
and radiobrightness for dry soil [27]. Results from the annual
model demonstrate that the seasonal history significantly influ-
ences the surface temperature. Liou and England [28] recently
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improved this annual thermal model to include freezing and
thawing of soil moisture. However, none of these thermal
models accounts for vertical transport of water in soil which
is a dominant process governing temperature and moisture
profiles and, consequently, TIR and radiobrightness signatures.

In this paper, we develop a 1-dimensional hydrol-
ogy/radiobrightness (1-DH/R) model for unfrozen soils
that incorporate coupled thermal and water transport.
Radiobrightness is based upon a quasispecular, microwave
emission model [24], [27], and [28], which should be
appropriate for 19.35 GHz over bare or sparsely vegetated
soil, but increasingly less appropriate at 37.0 and 85.5 GHz
where most soil surfaces appear increasingly rough.

Philip and de Vries [29] and de Vries [30] proposed a
coupled heat and moisture transfer model for porous materials.
In their work, liquid and vapor flux densities accounted for the
total moisture flux density and liquid water was continuously
in equilibrium with water vapor. Heat conduction, transfer of
latent heat by vapor movement, and transfer of sensible heat
in vapor and liquid comprised the total heat flux in a porous,
unsaturated soil. Heat transfer by convection and radiation
within the soil was assumed to be negligible. Moisture and
temperature distributions in the soil were obtained by solving
two coupled, nonlinear, partial differential equations in time
and space.

Many attempts have been made to refine or support the
Philip and de Vries theory. Working with laboratory soil
columns, Gee [31] found that the theory predicted a moisture
flux which was one half to one third that observed in a silt
loam at intermediate water content. In a fine sandy loam soil
at low soil water content, Cassel ez al. [32] showed that the
predicted net flux agreed with observation. Jackson er al.
[33] evaluated the theory for a clay loam soil under field
conditions and found it adequate at intermediate soil water
content, but an isothermal theory was better at high and very
low water contents. Kimball et al. [34] applied the coupled
theory to calculate soil heat fluxes in a field of Avondale loam.
They obtained a fair agreement with observation only after
modifying the air shape factor curve and ignoring heat transfer
due to water vapor movement. They concluded that situation-
specific “calibrations” are required to reliably use the coupled
theory.

Milly and Eagleson [35], [36] and Milly [37], [38] de-
veloped a matric-head formulation for simultaneous moisture
and heat flow based upon the water-content formulation of
Philip and de Vries. One of their goals was to generalize the
Philip and de Vries’ theory to accommodate the complications
of hysteresis and inhomogeneity. Bach [39] used the Milly
and Eagleson formulation to study thermally driven water
movement in Otero sandy loam soil and concluded that the
Philip and de Vries theory provided an adequate description of
nonisothermal transport processes. Other examples concerning
coupled heat and moisture transport that are based upon the
Philip and de Vries theory include Abdel-Hadi and Mitchell
[40], Shah et al. [41], Thomas [42], Ewen and Thomas [43],
and Thomas and King [44].

The Philip and de Vries theory will be adopted in this
study because its strengths and weaknesses are relatively well
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understood by the soil science community, and it appears to
be the best theory available. Improved models for thermal
conductivity [45], vapor diffusion coefficients [34], tortuosity
factor for diffusion of gases in soil [46], and water retention
[47] are incorporated in the original theory. For the purposes
of this paper, we ignore hysteresis because our interest is in
simulations of soil dry-down and not of infiltration. ’

The governing equations for the heat and moisture transport
are too complicated to be solved analytically. Camillo et al.
[48] used a finite difference, numerical scheme with variable
depth step. In their method, heat and moisture fluxes at all
depths and at the surface were first computed. From these
fluxes, they found the change in heat and moisture contents,
and, hence, temperature and moisture content per unit volume
for all layers. The process was repeated until the solutions
met their criterion for convergence that the absolute value of
the change in surface temperature between iterations was less
than 0.1 K for all times in a diurnal cycle. Their solutions were
compromised because no convergence criterion was required
for moisture transport at the land-air boundary. We improve
upon the Camillo et al. model by using the Newton—Raphson
method to match both heat and moisture fluxes at the land-air
interface. To reduce the possibility of errors in the 1-DH model
caused by omission of historical land-air exchanges of energy,
initial temperatures and a continuing thermal flux at the lower
boundary that is appropriate for time-of-year are obtained from
the annual thermal model by Liou and England [28].

Based upon simulations using the 1-DH/R model, we dis-
cuss the effects of vertical transport of moisture in soil upon
soil temperature, moisture profiles, and upon radiobrightness
signatures for a 60-day simulation of drying in summer. Also,
we reexamine the feasibility of the radiobrightness thermal
inertia (RTI) measure of soil moisture [25].

II. LAND SURFACE PROCESS MODEL

Our 1-DH model concerns vertical heat and moisture trans-
fer in unsaturated soil, and at the land-air interface. For
the soil, we chose a silt loam, a typical soil type in the
Midwest U.S., which consists of 19% sand, 22.5% clay, and
58.5% silt, and has a porosity of 48% [28]. The thermal
and hydraulic properties of the soil-water system can be
inferred from the soil texture and moisture content. These
properties are thermal conductivity, heat capacity, liquid and
vapor diffusivity, hydraulic conductivity, and water retention.
Thermal conductivity and heat capacity have been presented
in [28]; the other parameters are reviewed here. :

A. Governing Equations of Heat and Moisture Transfer

The equations governing heat and moisture transport in soil
may be derived from the equations for heat and moisture
(liquid water, ice, and vapor) conservation, i.e.,

0Xm "
5 = V-gn 1)
- 0Xn .
5 = -V-g )
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where

Xm total moisture content per unit volume,
kg/m?®;

X total heat content per unit volume, J/m3;

t time, s;

Gm =G, +q vector moisture flux density, kg/m?2-s,
where ¢, and §; are the vector vapor and
liquid flux densities, respectively;

ah vector heat flux density, J/m?-s.

For unfrozen ground, moisture and heat content per unit
volume are

Xm = P191 + pvea. 3
X = (Ca+ cpibr + cppuba)(T — Tp)
6
+ Ly, puba — o1 W db @

0
respectively, where

p1 density of the liquid water, kg/m3;

0, volumetric liquid water content, m3/m3;

p,  density of water vapor, kg/m3;

" 8, volumetric air content, m3/m3; _

C; volumetric heat capacity of dry porous medium, J/m?®-
K;

c;  specific heat of liquid water at constant pressure, J/kg-
K;
specific heat of water vapor at constant pressure, J/kg-
K;

T  temperature, K;

Ty reference temperature, K;

L,, latent heat of vaporization at reference temperature,
Jkg;

W is the differential heat of wetting [30], J/kg.

Following Philip and de Vries [29] and de Vries [30], the heat
and moisture flux densities are described by

@m _ _DpVT — DyV6, — Kk

ol - ©)

Gh = =AVT + Ly Gy + ¢p(T — To)@y + (T — To)qi (6)
respectively, where

Dr = Dy, 4+ Dr, thermal moisture diffusivity, m?/K-s;

Dy = Dy, + Dy, isothermal moisture diffusivity, m?/s;

Dr, thermal liquid diffusivity;
Dr, thermal vapor diffusivity;
D, isothermal liquid diffusivity;
Dy, isothermal vapor diffusivity;
K hydraulic conductivity, m/s;

k vertical unit vector;
A thermal conductivity of a moist, porous
medium, J/m-K-s.
Upon substituting (3)—(6) into (1) and (2), we get two
coupled, nonlinear, partial differential equations for heat and
moisture transfer, i.e.,

[1 + 8 =60)po Ohr _ &]_
14/
(S=0) () 0o , , Ohr)OT
P POBT ) Bt
=V .- (DrVT + D¢V, + Kk)

+

)
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Oh, a9,

[Lv(s - 91)P0 8_91 — Lypy — plW] —8t
dpo Oh.\ 0T
+ [C + L,(S - 01)<hrﬁ + po T )] '5{

=V. [(/\ + Lyp1Dr, )VT] + L,piV - (Dg, Ve,
+ pi[(cp Do, + c1Dg, )V,

+ (¢pDr, + aD1,)VT + ¢, Kk] - VT. 8)
We have used
pv = poh- )
0, =85-6 (10)
L, = Ly, + (a1 + ¢)(T — Tp) (11)

in (7) and (8) where

po density of saturated water vapor, kg/m?;

h, relative humidity;

S porosity.

Equations (7) and (8) are highly nonlinear in moisture and
temperature because both thermal and hydraulic properties of
the soil-water system are functions of moisture and tempera-
ture. They can be solved by the following numerical scheme.

B. Finite Difference Scheme

Fig. 1(a) shows the schematic diagram for the division of
the soil profile into n layers, where d;, ¢ = 1,...,n, is
the thickness of the ith layer, and 2;, ¢ = 1,...,n, is the
depth from the surface to the center of the ith layer. z, must
be beyond the thermal penetration of the period of interest
(approximately less than 1 m for a diurnal case and less than
3 m for a seasonal case). The required number of soil layers is
influenced by current and historical weather forcings, the time
step of the numerical ‘scheme, and soil texture. We typically
use 60 layers in our simulations.

Soil layers near the surface are very likely to be modified
by rapidly changing land-air interactions, while those at the
bottom of the soil layer are insensitive to transient weather
forcing. Consequently, thicknesses of the soil layers must be
small near the surface, but may increase with depth. Layer
thicknesses of a few tenths of a millimeter or less at the surface
are generally required.

Fig. 1(b) is a flowchart of our algorithm for the 1-DH model.
Major operations for each time step are listed as follows.

1) Initialize temperature and moisture profiles using results
from the annual thermal model [28].

Match upper boundary conditions of heat and moisture
fluxes using the Newton-Raphson method [49].
Compute heat and moisture fluxes between layers (ex-
cluding the bottom one) using (7) and (8).

Match bottom boundary conditions of heat and moisture
fluxes assuming the bottom layer has the same fluxes as
the second to bottom layer so that its temperature and
moisture content remain constant.

Determine the change in temperature and moisture con-
tent for all layers.

Check if the changes in temperature and moisture con-
tent between iterations are less than the criteria for

2)
3)

4)

5)

6)
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Fig. 1. (a) Schematic diagram for thesoil layers. (b) Flowchart of 1-DH
model algorithm.

convergence—0.01 K for temperature and 0.01% for
moisture content.

7) If criteria for convergence are not satisfied, then proceed
to step 2 and repeat steps 3-5. Otherwise, go to the next
time step.

8) If the last time step has not been reached, then go to
step 2 and repeat steps 3—6. Otherwise, end the process.

Approximations used in the numerical method were

oz Tit1 — Ti
(5), - tiv1 — t; (12)
Z; —Z;
(Vo) = = (13)
@)~ 2= (14)

where

z; temperature or moisture content of the ith layer;

y constitutive quantities of those terms within each di-
vergence, such as liquid/vapor diffusivity, latent heat .
of vaporization, heat capacity, thermal conductivity,
liquid/vapor diffusivity, hydraulic conductivity, or their
combinations.

C. Boundary Conditions

Boundary conditions include energy and moisture budgets
both at the land-air interface and at the bottom of the soil
layer. Following Liou and England [28], the energy budget at
the land-air interface is a balance among solar radiation, sky
brightness, sensible and latent heat transfer, and gray-body
emission from the surface. At the bottom of the soil layer, we
use a constant energy flux determined from our annual model
[28] for the time of year. The moisture budget is assumed
to be constant at the bottom of the soil layer. In the absence
of precipitation, the moisture budget at the land-air interface
is a product of latent heat exchanges between the land and
atmosphere.

D. Hydraulic Conductivity and Water Retention

Mualem [50] proposes a closed-form equation for predicting
the relative hydraulic conductivity. This model is based upon
knowledge of the soil-water retention curve and the hydraulic
conductivity at saturation and can be described as

Se 1 14
K.=S. /0 < ds. / /0 35 dse] 15)
0, -0,
8,6 o
1 1-1/n
= |——— 17
[1 T (lw] an
where
K, relative hydraulic conductivity, m/s;
S, effective saturation;

LS

matric head, m;
 residual liquid water content, m3/m3;
s saturated liquid water content, m3/m3;
l, n constants.
Van Genuchten [51] generalizes the Mualem model by ex-
pressing the water retention as

o= [t

D D

13
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Fig. 2. (a) Soil water retention for the Salkum silt loam. (b) Hydraulic

conductivity as a function of moisture content.

where m = 1—1/n for the Mualem model. The van Genuchten
model does relatively well for predictions of hydraulic con-
ductivity at high and medium water content, but fails at lower
water content [52], [53].

Rossi and Nimmo [47] recently developed two models
for soil water retention—the two-parameter sum model and
the two-parameter junction model. Both are modified forms
of the Brooks and Corey model [54] with residual liquid
water content taken as zero and both fit observations over
the entire range from saturation to oven dryness for seven sets
of soil textural classes. The two-parameter junction model is
analytically integrable so that its inclusion in the Mualem hy-
draulic conductivity model is straightforward. Water retention
according to the two-parameter junction model is

9, 1A%

93 01 1 ax (‘I’o) y 0 S v S ‘I’, (19)
6 ¥p)”

—_ = = — <

2, 0, ( T ) , U, <¥<Vv (20)
p=ti=an(F), Lvsw e

where ¥y and 7 are the two independent parameters char-
acterizing the system, 6, and ¥4, the value of ¥ at oven
dryness, are assigned values based upon the measurements,
and a;,%;,¥;, and a, are parameters that are determined
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as analytical functions of ¥4 and 7 through the following
relations:

06, 802

601(9;) = 02(¥;) £ —(;) = (‘I’ )
602 aes (22)
02(%;) = 05(%;) (‘I’ )= 30 —=(¥;).
Thus
, n n -(1+¥)
gy = 5(1 + 5) (23)
W= o(1+ g)l’ " 24)
o\”
az = ne(;ﬂ> (25)
;= Wge™t/n (26)

Fig. 2(a) shows the water retention curve for the Salkum
silt loam, which is found to fit observations very well from
saturation to oven dryness [47].

Finally, by applying the two-parameter junction model to the
Mualem model, we obtain the relative hydraulic conductivity

b I*(61)

K.(6) = 2,70, @7
where
Im(6;) 0<6;<6;
I(6)) = qIn(6) 6;<6:<6;
In6) 6:.<6,<6;
and
. b\ _
won ()] o
III(ol) = 13(0_1) + -‘Ig-(n + 1)
176 (n+1)/n 9; (n+1)/n
" [(e‘s) -(#) @
2a1/2

I;(6;) = I (6; ) +

0; 1/2 8, 1/2
6887

in which 6; = 6;(¥;) and 8; = 6;(¥;) have been used.
Subsequently, following Milly [37], one can get hydraulic
conductivity

_ _ 9(To)
where
Ky saturated hydraulic conductivity at a reference tem-

. perature Top;
{J kinematic viscosity, kg/m-s.
Fig. 2(b) shows the hydraulic conductivity as a function of
moisture for the silt loam. Equation (27) is used to estimate
the hydraulic conductivity, but its performance has not been
validated [47]. Therefore, estimates of the hydraulic conduc-
tivity are compared with those computed by Milly [37]. It
appears that both models agree on the order of magnitude.
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Fig. 3. (a) Thermal liquid and vapor diffusivities. (b) Isothermal liquid and

vapor diffusivities.

E. Liquid and Vapor Diffusivities

From Philip and de Vries [29] and de Vries [30], the
moisture- and temperature-dependent liquid and vapor diffu-
sivities can be expressed as

Dy, = KoU/aT (32)
Dr, = fDyvBhC/m (33)
Do, = K3 /96, (34)
Do, = a8oDy,vgp, (9 /86;)/pi Ry T (33)

where

* 0¥ /0T = (¥/o)do/dT = ¥, where o is the surface
tension of water, J/m?, and 7 is the temperature coefficient
of surface tension of water, K~1;

* f = porosity, S, for 6; < O, f = 0, + 60,60:/(S — bix)
for 6; > i is a correction factor for the thermal vapor
diffusivity, where 6y, is the value of 6; at which liquid
continuity fails, m3/m?;

* D, = 442 x 1078723/P is the molecular diffusion
coefficient of water vapor in air, m?2/s, where P is the
total gas pressure, Pa;

* v = P/(P —p) is the mass flow factor, where p is the
partial pressure of water vapor, Pa;

* a = 0.67 is the tortuosity factor for diffusion of gases
in soils;

s 3= %%9-, kg/m3-K, where py is the density of saturated

~ water vapor, kg/m?;

* (=(VT),/VT, K/m, where VT is the average temper-
ature gradient in the porous medium, K/m, and (VT), is
the average temperature gradient in the air-filled pores,
K/m;

¢ g is the acceleration due to gravity, m/s2;

* R, is the gas constant of water vapor, J/kg-K.

Equations (32) to (35) are used to compute the four diffusivi-
ties: Dy, D, , Dg,, and Dy, with the following modifications:

D, = 0.229(T/273.15)%7 [34], [35] (36)
a=(S-6,)*3 [46], [38), [55] (37N
po = 10—3619.819—4975.9/7' [34]’ [55] (38)

Liquid and vapor diffusivities are shown in Fig. 3. Since there
are no experimental data that can be used to validate the
predictions of liquid and vapor diffusivities, computed results
are compared with those obtained by Milly [37]. It is found
that estimates from the two models agree on the order of
magnitude.

F. Simulation

The 1-DH model is run for a 60-day period starting from
06/22 for both water transport and no water transport in soil
at a northern latitude of 43.5° (that of Sioux Falls, SD). The
initial temperature and moisture profiles of the soil are results
from the annual thermal model [28] in which soil moisture
was fixed at 38% for all layers.

Fig. 4(a) shows the surface moisture content over the 60-day
period for both the water transport and the no water transport
cases. For the no water transport case, the surface moisture
content is simply constant. For the water transport case, surface
moisture content exhibits a small diurnal oscillation with
a quickly decreasing average. Diurnal peaks appear during
nighttime due to condensation, and valleys appear during
daytime due to evaporation. The difference in surface moisture
content between the water transport and the no water transport
cases approaches 19% at 60 days.

Fig. 4(b) shows constant-moisture curves as a function of
depth and day number for the 60-day period for the water
transport case. We notice two major characteristics. First, near-
surface soils are interacting with the air, while deep soils are
not. This is clearly observable since downward-propagating
constant-moisture curves exhibit a diurnal oscillation that
damps out with depth. Second, there is an expected long-term
moisture loss at the surface and a commensurate net upward
movement of ‘water, i.e., evaporation dominates over conden-
sation in the latent heat exchange at the land-air interface.

Surface temperatures for the water transport case are shown
in Fig. 5(a). Notable characteristics include 1) a strong diurnal
oscillation with a slowly increasing average for the first 40
days and a slowly decreasing average after that; and 2) the day-
to-night temperature difference increases with day number,
from about 16 K at day 1 (06/22) to about 20 K at day 60
(08/20) because the thermal inertia of the soil decreases as the
surface soils dry.
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Fig. 4. (a) Soil moisture content at the surface for the water transport and no water transport cases. (b) Soil moisture profile for the water transport case.

The differences in surface temperatures between the water
transport and the no water transport cases are shown in
Fig. 5(b). They exhibit a small diurnal oscillation with a slowly
increasing average and amplitude. The maximum difference is
only 4.4 K during daytime at day 60. The difference is small
because thermal inertia is the integrated response of the soil
over a diurnal cycle which penetrates beyond the dry surface
soils.

Fig. 6 shows the soil temperature profile on day 1 for the
water transport case. It shows that (1) isotherms are created
after sunrise and start to merge some time after peak insolation;
(2) temperature gradients in the first few centimeters are much

larger during the day than during the night; and (3) diurnal
thermal pulses penetrate approximately 50 centimeters. We
present only 06/22 isotherms because all diurnal isotherm
patterns for the 60-day period were similar.

III. REMOTE MEASURE OF SOIL MOISTURE

A. Soil Dielectric Properties

Water content and temperature dominate the dielectric prop-
erties of soil. Water content is a key parameter because of
a significant contrast in permittivity between water and soil
constituents. Temperature is important because it governs the
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Fig. 5.

relaxation frequency fo in the Debye relaxation equation for
the relative permittivity of free water:

€w0 — €woo

1+37/fo 9

€y = €woo +

where

€wo Static dielectric constant of pure water;

€woo high-frequency limit of €,;

f  frequency, Hz.
For example, the relaxation frequency is about 14.5 GHz at
287 K and 23.5 GHz at 306 K [56].

30 40 50 60

The relative permittivity of the soil-water system can be
estimated through use of a four-component mixture model
of soil solids, air, free water, and bound water [28]. Fig. 7
shows the complex relative permittivities and emissivities of
the soil-water system for the water transport case. Estimates
of both relative permittivity and emissivity are based upon
the temperature and moisture content of the first soil layer.
The magnitudes of both real and imaginary parts of the
complex relative permittivity exhibit a diurnal oscillation
with a decreasing average [Fig. 7(a)] that correlates with soil
moisture in the uppermost soil layer. These averages also
decrease with increasing microwave frequency.
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Fig. 6. Soil temperature profile on 06/22 for the water transport case.

The corresponding emissivities of soil based upon a qua-
sispecular interface exhibit a diurnal oscillation with a slowly
increasing average [Fig. 7(b)]. Their increase over the 60-day
period for 19 and 37 GHz horizontal polarization is about 0.1,
but is less for vertical polarization and for both polarizations
at 85 GHz. An incidence angle of 53°, the incidence angle of
the SSM/I radiometers, is used to compute the emissivity.

B. Soil Radiobrightnesses
The radiobrightness of bare, wet soil is
Ty(t) = e - Teg(t) 40)

where e is the emissivity of the soil. The effective emitting
temperature of the ground is

—00
Test(t) = ke sec by /0 ee ¢ o’zTg(z, t)ydz (41)

where
Ke extinction of the soil;
R transmission angle;

T4(z,t) temperature of the soil at depth z.
The first order approximation to T.g(t) is

1 0Ty(2,1t)
Ke sec ( Oz >z=0' (42)

As shown in [28], the diurnal extremes of the first-order terms
over an annual cycle are on the order of +£0.3 K at 19 GHz
for 17% moist soil and decrease with increasing frequency
and water content.

Fig. 8(a) shows 60-day radiobrightness signatures for the
water transport case with 19 GHz horizontal polarization.
The 37 and 85 GHz results are not shown because they are
similar to, but smaller in amplitude than, the 19 GHz results.
The characteristics of vertically polarized brightnesses would
be similar. The signatures are nearly linear with temperature

Tes(t) = T,(0,t) +

TABLE I
CHANGE IN THE DIURNAL AVERAGE RADIOBRIGHTNESS OVER THE
60-DAY SIMULATION FOR BOTH WATER TRANSPORT AND NO WATER
TRANSPORT CASES AT 19, 37, AND 85 GHz HORIZONTAL POLARIZATION

* Changes (K) [ 19 GHz [ 37 GHz [ 85 GHz
60-day w/ WT 39.8 33.9 25.9
60-day w/o WT 2.3 2.5 2.1

TABLE I

DIURNAL VARIATIONS IN RADIOBRIGHTNESS BETWEEN 2 PM. AND 2 AM.
FOR BOTH WATER TRANSPORT AND NO WATER TRANSPORT
CASES AT 19, 37, aND 85 GHz HORIZONTAL POLARIZATION

Variations (K) || 19 GHz | 37 GHz | 85 GHz
1-day w/ WT 12.7 8.8 8.8
1-day w/o WT 2.3 -1.6 -1.6

except for a small, second-order effect caused by emissivity’s
dependence upon temperature. The change in diurnal average
over the 60-day period is about 40 K for 19-GHz horizontal
polarization, about 34 K for 37-GHz horizontal polarization,
and about 26 K for 85-GHz horizontal polarization.

Table I shows the maximum change in diurnal average
radiobrightness over the 60-day simulation for both water
transport and no water transport cases at 19, 37, and 85 GHz
horizontal polarization. Radiobrightness at a fixed time in the
diurnal cycle increases with day number because of a decrease
in soil moisture. Similarly, daytime increases in maximum
radiobrightness are also a response to decreases in liquid water
content.

The largest variations in radiobrightness between 2 p.m. and
the following 2 a.m. within the 60-day simulation are shown in
Table II for both water transport and no water transport cases
at 19, 37, and 85 GHz horizontal polarization.

The 60-day radiobrightness signatures for 19 GHz horizon-
tal polarization for the no water transport case are shown
in Fig. 8(b). The change in diurnal average radiobrightness
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Fig. 7. (a) Complex relative permittivities of soil at the surface conditions of the water transport case.(b) Emissivities associated with (a).

over the 60-day period is within 3 K—much smaller than for
the water transport case. The day-to-night variations in 19-
GHz horizontal radiobrightness are weakly positive over the
simulation period, while the equivalent variations for both 37
and 85 GHz are weakly negative. The contrast is caused by
differing soil dielectric behavior with temperature at the three
frequencies.

C. RTI Measure of Soil Moisture

Soil moisture is tied to radiometric signatures through its
dominant influence upon diurnal soil temperatures and upon

the dielectric properties of soil. Idso et al. [57] addressed
the importance of soil moisture in determining the visible
reflectance of bare soil. Heilman and Moore [58], [59] con-
ducted a thermal infrared experiment to discriminate among
various rock and soil types based upon the differences in the
near-surface storage of moisture.

England er al. [25] proposed a radiobrightness thermal
inertia (RTI) scheme for estimates of soil moisture, and
concluded that of the SSM/I radiometer frequencies and polar-
izations, the 37.0 and 85.5 GHz, H-Polarized channels appear
to be best suited to RTI. The RTI scheme was based on a




LIOU AND ENGLAND: LAND SURFACE PROCESS/RADIOBRIGHTNESS MODEL 283

180

170

\\\\\\\\\

\\\\\\\\\\\\\\\ NN \\
N\ \\\\\\\\\\\\\Q\\Q\\ _O_OTOTOOS

LRI
\\\\ \\\\\\\\\\\ NN \\\\\\\\\\\\\\
_H’IT \\\\\\\\\W \\&\“\%\\\\\\\\\\W\\\Q\\\\W
NHmuni \Q\\\\\\\ N \\\\\ W \\\\\\\\\\\\\\\\\\\\\\\\\\\\\\\\\\\\\\\\ N
\\\\\\\\\\\\\\\\\\\\\\\\\\\\\\\\\\ \\\\\\\ \\\\\\\\ NN \\\\\\\\\\\\\\\\\\\\\\\\ MmN

hnn W \\\\\\\\\\\\\\\\\\\\\\\\\\%\ii\Q\\QQ\Q\\\\\\\\\\\\\\\ NN

NMHGMMH N \\\\\\ \\\\\ N NN
MM \\\\\\\ \\\\\\ AT
Y \\\\\\\\\\\\?\QQQ\\\\QQQQQQQQ\\N\\\\\\\\\\
MU

\\\\\\\\\\\\\\\\\\\\\\\\\\\\\\\\\\\\\\\\\\\\\\\\\\\\\x \
W\ \\\\\\\\\\\\\\\\\\\\\\\\\\\\\\\\\\\\\\\ LN

160

/
/

=z

19 G H-Pol, Rodaihvess, K
I
0

/

NHHHint
\\\QQQ\QQ\\\\\\\\\\\\\\\\\\\\\\\\\ \\\%\ N\ \\\\\

> \\
. - \\\\\\\\\\\\\\\\\\\\\\\\\\\\\\\\\\\\\\\\\\\\\\\ L
% MWWWMW\\M )
S \\\\\\\\\\\\\\\\\\\\\\\\\\\\\\\\\\\\\\\\\\\\\\\\\

(@

OaOaaOO;fT \\\\\\\\\\\\\\\\\\\\\\\\\\\\\\\\\\\\\\\\\\

N AN \\\\\
\\\ \ \\\\\\\\\\\\\\\\\\\\\\\\\\\\\
\\\\\\\\\\\\\\\\\\ \\\\\\ \\ \\\\\\\\\\\\\\\\\\\\\\\\

\ \\\\\\\\\
. Nt \\\\\\\\\\\\\\\\\Q\\\\\\\\\ \\\\\\\\\\\\\\\\\\\\\\\\\\\\\\\\\\\\\\\\

AU HIIMITTNh \ . N
"y \\\\\\\\Q\\\\\\\\\\\\\\Q\Q\\\\\ MWN@ NN \\\\\Q\\\\\i\\\\\QQQ\QQQQ\\\\\\\QQ\\\\\\\\\\\\x
. \ NN NN
S NI INn1MNTNNNTIHH  niki - - \\\\\\\
‘% WWMWN\ e \\\\\\\\\\\\\\\\\\\\\\\\\\\\
> RN X
= \\\QQQQQ\\\\\\\\\\\\\\\\\\\\\\\\\\\\\\\\\ DN

(b)
Fig. 8. Radiobrightness signatures for 19 GHz horizontal polarization (a) for the water transport case, and (b) for the no water transport case.

knowledge of the relationship between the change in day-night increased thermal inertia and decreased emissivity; 2) potential
radiobrightness and the soil moisture content derived from masking contributions to radiobrightness from sparse vegeta-
the predictions of the Michigan Cold Region Radiobrightness tion vary minimally in a diurnal cycle and so their contribution
(MCRR/diurnal) model of England {24]. The major features does not greatly change the day-night difference; and 3) sun-
of the scheme were 1) soils with higher water content have synchronous satellites overfly a region at nearly 12 hour
a smaller change in day-night radiobrightness because of intervals. Unlike the 1-DH model, the MCRR/diurnal model
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Fig. 9. (a) Soil moisture content at the surface at four times: 2 a.m., 6 a.m., 2

p-m., and 6 p.m. for the 38%, 24%, and 17% cases (all with water movement
in the soil). (b) Surface temperature at four times: 2 a.m., 6 a.m., 2 p-m., and
6 p.m. for the 38%, 24%, and 17% cases.

ignored the dependences of thermal and moisture profiles upon
latent heat transfer, historical weather forcing at the land-air
interface, and soil water movements.

To reexamine the feasibility of the RTI measure of soil
moisture over a wide range of moisture contents, we ran the
1-DH model for the cases with drier initial moisture contents
of 24% and 17% for the same 60-day period as we did for the
38% case. Fig. 9 shows the surface soil moisture contents and
temperatures at 2 a.m., 6 a.m., 2 p.m., and 6 p.m. for the 38%,
24%, and 17% cases (all with vertical water movement in soil).
We see that (1) soil moisture contents decrease monotonically
with day number for the three dry-down simulations; (2) soil
moisture decreases rapidly in the beginning few days of the
60-day period, but slowly in the rest of the same period;
and (3) soil moisture contents never go below 13% because
evaporation ceases at the wilting point of 13%. Fig. 9(b) shows
that the surface temperatures increase with time for about
the first 40 days and decrease with time for the rest of the
simulation period. The temperature differences between 2 p.m.
and 2 a.m. are largest for the driest soil—about 21 K over the
60-day period for the 17% case, about 20 K for the 24% case,
and about 17 K for the 38% case.

Fig. 10 concerns the radiobrightness differences between 2

p.m. and 2 a.m., and between 6 p.m. and 6 a.m. for 19, 37, and
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Fig. 10. (a) Radiobrightness differences between 2 p.m. and 2 a.m. for the
38%, 24%, and 17% cases. (b) Radiobrightness differences between 6 p.m.
and 6 a.m. for the 38%, 24%, and 17% cases.

85 GHz horizontal and vertical polarization. The 60-day dry-
down brightness differences are shown for the 38%, 24%, and
17% initial moisture contents. The horizontal axis represents
the averages of soil moisture contents between 2 p.m. and 2
a.m., and between 6 p.m. and 6 a.m.. Note that the radiobright-
ness differences generally increase with decreased moisture
content for the dry-down simulations in the 38% and 24%
cases. Each of these differences decrease at the end of their
simulation period where the decrease in soil moisture with time
is small and diurnal temperature extremes are diminished as
fall approaches. Only the final decrease is evident in the 17%
case where there is little free water available. If we connect
the three ending points of the dry-down curve, and the three
starting points of the same curve, respectively, there would
be the six strips in Fig. 10(a). Each strip represents the .area
that radiobrightness differences may appear during a dry-down
process. The slope of the strips is an estimate of the sensitivity
of the RTT method to soil moisture, while the width of the strips
in the vertical direction is an indicator of uncertainty caused
by time since the last infiltration. Fig. 10(a) demonstrates that
the three frequencies have about the same sensitivities to
soil moisture in those ideal cases of quasispecular interfaces.
Fig. 10(a) and (b) show that the RTI scheme correlates with
soil moisture for the 2 p.m.-2 a.m. case, but is insensitive to
soil moisture for the 6 p.m.—6 a.m. case.
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The magnitudes of RTI from the current model are smaller
than those from the England et al. [25] by approximately 6
K for horizontal polarization, and by about 20 K for vertical
polarization. Such significant discrepancies between the two
models demonstrate the importance of including latent heat
transfer and historic weather forcing at the land-air interface,
and of coupling water movement with temperature gradients in
the thermal model. This diminished sensitivity casts the utility
of the RTI method in some doubt and, because RTI is more
sensitive than a thermal infrared-based measure of thermal
inertia, it also explains the difficulty of deriving soil moisture
from a TIR-based model.

IV. CONCLUSION

We have presented a 1-DH/R model for bare, unfrozen,
moist soils. The 1-DH model includes coupled thermal and
moisture transport within the soil and at the land-air interface,
and soil thermal properties are treated realistically as functions
of temperature and moisture. The radiobrightness model is
based upon the temperature and moisture content of a quasi-
specular upper soil layer. The physical fidelity of the 1-DH/R
model affords some confidence in its predictions. Certainly,
the 1-DH/R model is superior to our earlier model, the MCRR
model, which successfully guided our earlier investigations of
the radiobrightness of freezing and thawing soils.

The most significant prediction of the 60-day dry-down
simulation is that SSM/I radiobrightnesses are sensitive to
the dry-down process. The change for the 19 GHz horizontal
polarization case was nearly 40 K over the 60-day period. This
large dynamic range suggests that radiobrightness observations
can be used to improve a model state estimate—at least for
this simple case—if the precipitation history is known.

While RTI is sensitive to soil moisture, the sensitivity
may not be significant enough for the practical use in field
inversions of soil moisture for bare or sparsely-vegetated
lands. As vegetation cover increases, the interpretation of
radiobrightness will become more complex. Vegetation that
exceeds ~2 kg/m? column density appears nearly black at the
SSM/ frequencies [60] so that enhancements in emissivity
with water content are lost. Furthermore, vegetation actively
maintains wetness levels by reducing transpiration as soils
dry. Reduced transpiration will result in greater day-night
differences in canopy temperature and radiobrightness, but the
signature is sufficiently unique that its interpretation in terms
of soil moisture may be difficult. Lower, more penetrating
frequencies, like L-band, would greatly ease the interpretation
where there is significant vegetation.

We recognize the need to validate the 1-DH/R model
experimentally. Our group will conduct a field experiment
on the prairie grassland near Sioux Falls, SD, during the
summer of 1996. Field data will be taken on both grassland
and artificially bare soil at half-hour intervals throughout the
growing season. Measurements will include horizontally and
vertically polarized radiobrightnesses at SSM/I frequencies
(only one polarization for 85 GHz), soil temperatures, soil
and canopy moisture, soil heat flux, 10 m wind speed and
direction, air temperature, relative humidity, downwelling and
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upwelling shortwave radiation, downwelling longwave radia-
tion, precipitation, thermal infrared canopy temperature, and
Bowen ratio.
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